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What is DevOps

DevOps is a methodology that aims to

... and IT operations, advocating
alter and improve the relationship

better communication and
between development...

collaboration between the two units.

Software Development DeVOpS
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0+ Deploys per Day: Dev and Ops
Cooperation at Flickr


https://www.slideshare.net/jallspaw/10-deploys-per-day-dev-and-ops-cooperation-at-flickr/67-Developers_Remember_that_someone_else

DevOps Core Principles Visteon

Dev Op S
Flow
Feedback

Flow
Feedback
Dev Ops
. . Flow
Experimentation
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Evolution of the automotive electronics




Why DevOps is important in Automotive Visteon

* Increasing customer demands for short delivery cycles

« Standardization and fast onboarding

« Removing silos and improving cross skills collaboration

« Shifting left testing, reduce number of defects in production
« Consumers have “app” mentalities and expectations

 Fast integration and adaptation of cutting edge technologies




Challenges to implement DevOps in Automotive

Complex and diverse products:

A Linux + Millions LOC
an>330I12

22 QINIDX
AUTSSAR * |nteraction with other devices

« Multiple OS in one device

Extensive quality requirements:

Safety
Security

Regulations

 Robusthess

Working with embedded devices:

* You can’t simple test on your PC

* Licenses and hardware

Complex Software Development Process:

« Multiple skills are involved

» Detailed quality checks on step

« Extensive design and documentation
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Visteon DevOps cycle Visteon

Project Management

Customers
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Our factors for successful DevOps transformation

Process

Culture

Understanding and optimization

Automation

Collaboration and innovations

Start with the bottlenecks

N
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Infrastructure challenges Visteon

 HW resources sharing
 Utilization and efficiency

* Resilience and high availability
« Performance and quality

« Standard build environment

* Onboarding time
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Introduction to Docker Visteon

Docker Features Docker Components

+ Extremely fast and elegant isolation framework » Docker Client

* Inexpensive » Docker Daemon

* Fast boot/shutdown d O C k Q r * Docker Containers

* Low CPU/memory overhead + Docker Images

» Cross cloud infrastructure * Registry

DOCKER_HOST

Docker daemon

Containers

Registry

Client

docker build

docker pull

docker run
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Docker image creation

Visteon
v Integrator/Dev
. W: Push in GitLab LI—l
Dockerfile J

Fetch dependencies

¢ O

g lt JFrog Artifactory
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Docker build

Upload to Docker registry

Q . O

JFrog Artifactory
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docker

~

/
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Introduction to Kubernetes Visteon

Kubernetes Features Kubernetes Components

» Horizontal Scaling « API Server
« Self-healing « Controller
 Ingress Controller » Scheduler
 High Availability + Etcd
. Services ., Node Node « Pods
Pod Pod
» Kubelet

« Load Balancing
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Kubernetes cluster Build Management Visteon

GitLab

Developers Integrators

Kubernetes Node 1 Kubernetes Node 2 Kubernetes Node 3 Kubernetes Node n

O | |¢ & & O

¢ & 3 O & O

; © & . ¢ & Q
\@t docker , JFrog Artifa cto) {l‘t T é lFrogArtifacty flt docker @ ]FrogArtifact()) {lt docker Q JFrog ‘Fifadyy

N
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Kubernetes cluster cross projects and skills usage Visteon

— Integrators
Developers E ‘4' E Other skills
=fio | 2y
2 Ve
\ Visteon k8 infrastructure O
]FroglFifactory

docker
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What is Jenkins?

Jenkins is open source automation server

Written in Java

Server based application

Orchestrate almost entire Software Development Cycle
Continuously build and test your software projects
Thousands open source plugins that integrate Jenkins

with other DevOps Tools like Git, Docker, Kubernetes

and much more!



What is Jenkins Pipelines? Visteon

Checkout Build Test Staging Production

« Jenkins Plugins features

« Chains different stages (pipes) together

« Configured as a code

» Flexible and fully customizable flow

» Provides ability to parallel building

» Ability to pause and wait for human input
» Allows to restart from specific stage (pipe)

 Can survive Jenkins restart / crash

https://www.jenkins.io/doc/book/pipeline/

0



What is Jenkins Shared Library?

« A separate SCM repo that contains reusable custom steps
that can be called from Pipelines

« Loaded and used as code libraries for Jenkins Pipelines

« Modifications made to a shared library custom step
are applied to all Pipelines that call that custom step

« Configured once per Jenkins instance

 Cloned at build time
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Challenges

How to maintain and manage
existing and newly upcoming
Jenkins masters

How to maintain the growing
number of projects onboarded on
the k8s cluster

How to reduce overhead of the
DevOps team

How to increase the reusability
across different projects

Daimler

Visteon k8 infrastructure O

JFrog Artifactory

docker

Visteon
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Inspired by Lord of the Rings... Visteon

You will serve
me..!




Jenkins Master as a code

Jenkins takes 3 parameters:

jenkinsMasterName - the name of
the new Jenkins Master instance
jenkinsPort - http port of the new
Jenkins Master instance (range
30010-30100)

agentPort - tcp port of the new
Jenkins Master agents (range
31010-31100)

1 apiVersion: vi

2 kind: PersistentVolumeClaim

3 metadata:

4 name: jenkins-master-{{jenkinsMasterName}}-pvc
5 namespace: jenkins-master

6 spec:

7 accessModes:

8 - ReadWriteMany
9 resources:

1@ requests:

11 storage: 50Gi
12

13 kind: PersistentVolume

14 apiVersion: wi

15 metadata:

16 name: jenkins-master-{{jenkinsMasterName}}-pv

17 spec:

18 capacity:

19 storage: 50Gi
28 nfs:

21 server: {{nfs5
22 path: {{nfsSemr
23 accessModes:

24 - ReadWriteMan)
25 persistentVolumel
26  volumeMode: File:

27 status:
28 phase: Available
29

3@ apiVersion: apps/v: ‘
31 kind: Deployment

32 metadata:

33 name: jenkins-master-{{jenkinsMasterName}}
34 namespace: jenkins-master

35 spec:

36 replicas: 1

37 selector:

38 matchlabels:

39 app: jenkins-master-{{jenkinsMasterName}}
48 template:

41 metadata:

42 labels:

43 app: jenkins-master-{{jenkinsMasterName}}

44 spec:

Predefined configurations as template:

Jenkins Master with Docker
Preinstalled plugins

LDAP configured

Admin user permissions setup
Initial Jenkins Job for structure creation
Optimal Jenkins Master service configuration
Easy Jenkins Master version update

Visteon




enkins Structure as a code

Jenkins DSL
template job

4/} 1. Integration

5 folder("integration”) { displayName("Integration") }
& folder("integration/${project}”) {}

7 pipelinedob("integration/${project}/build") {

3 displayName("Euild")
9 definition {

1@ cpssem {

1 scm {

12 git {

13 remote

14 url("${repo}")

15 credentials("${credential}")

16 }

17 branches("*/${branch}")

18 seriptPath("jenkinsfiles/${project]/integration/build. jenkinsfile")
19 extensions { } // required as otherwise it may try to tag the repo, which you may not want
20 }

21 +

22 i

23 ¥

22}

25 pipelinedob("integration/${project}/test”) {

26 displayName("Test")

27 definition {

28 epssem {

29 scm {

3@ git {

31 remote {

32 url("${repo}")

33 credentials("${credential}")

34 }

35 branches("*/${branch}")

36 scriptPath(”jenkinsfiles/${project}/integration/test.jenkinsfile")
37 extensions { } // required as otherwise it may try to tag the repo, which you may not want
38 }

39 ¥

46 i

41 }

2 3

43 pipelinelob(“integration/${project}/promotion”) {

a4 displayName("Promotion")

)

Visteon

1. Webinar

2. Placeholder 3. Branches All +

Views

Folders

Webinar N/A

Checkout

Pipeline Jobs

Start

Build Test Staging Production
Firefox
Edge

Fetch

Perform Unit Test Aggregate Results End
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Pipelines as a Code

Jenkins Ul
Pipeline

with Jenkinsfiles

Visteon
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Shared Library
Dynamically loaded

\_

%: Start Checkout Build Test Staging Production End
) @ 1 © ( @ ©—
@_ Edge
<[>
<[> ng
GitLab repository Benefits:

« Configured as code

« Easy to maintain and update
» Designed with scale in mind
« Versioned in SCM

« Can be restored for minutes
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What is monitoring?

Oxford Learner’s Dictionaries

monitor verv
) /'mon1ta(r)/

) /'ma:nitar/
120/ 80
7

1 towatch and check something over a period of time in order to see how it 18
develops, so that you can make any necessary changes = 45

« monitor something Fach student's progress is closely monitored.
« The authorities will continue fo monitor the situation.

« monitor somebody The patient is carefully monitored.

« monitor what, how, etc... We need to monitor how the situation develops.

Global sea-level rise (cm) since 1993
# W Fuel Economy Monitor = w « 11:40
*] Fuel Economy (This Drive) oz
d Ll
/100km Average
r,o,ow;o]om Il l l O( (This Drive)
4 Average Fuel Economy History 8.6
15 L/100km
2 s 00 nEE..
0
1992 1996 2000 2004 2008 2012 2016
EA (opemicss (@@=  CECMWF (=i
Compiodon 31

(> <]
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Why monitoring? Visteon




What to monitor?

© New Line Cinema

Improvement Project Process (Managing an indradual improvement project)

SPICE®

cmmi 18026262  (Zrmwca

Functionsl Gaaty hCED

docker

Processes
Infrastructure Software quality and test results

N
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Monitoring system overview Visteon

Typical 4-layer architecture:

° Data sources Data Sources Data Ingestion ’ Data Storage , Data Visualization
 Reusing existing data i
« Data collection services —i— A
- Event driven p— i
. Stateless §8 ' METRICBEAT
 Data storage katka .
- Distributed and persistent = :
« Timeseries ( indexed by time) &, —t—
- L SQLServer | q
e Data visualization v
) 1 LOGSTASH
 Dashboards/Metrics ORACLE !
« Alerts 5

« Custom processing (e.g. analytics)

34



Our approach Visteon

Data Sources Data Collection Data Storage Data Visualization

- Ml i

JFrog Artifactory

A blend of adapted open source and home grown solutions



Dashboards Visteon

Built with Grafana  G) Grafana

Data visualization from different data sources @ 9

influxdb  posgesa Prometheus

Primary data analysis interface

Rich APIs

Alerting via email or custom push event

Infinite flexibility by highly customizable panels

36



Dashboard as a code Visteon

?

—N

<>

Dashboard A

LI

<>

Dashboard B

- / \_ /

Dashboard
Code Storage

£ TP IF IR R
T bbb whinayl

Monitoring Management Data Visualization & Alerting




Visteon

Data analytics

ANALYTICS DECISIONS

BIG DATA

 Big data analytics
* Trend detection

M I EEEEn I I Ew
HEE NN B BN BN EENESE m
H E NaEn L .

* Predictive maintenance

« Machine learning
* Heterogeneous
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Monitoring and beyond... Visteon

Alerting

Monitoring
proactive

Debugging Observability
reactive
Profiling
Dependency analysis
Anticipating the future
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Small part of our products on the roads

@ 05232010

Infotainment
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